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Abstract—in a three-dimensional display by a computer-gateer — 3D scene
hologram(CGH), fast computation of CGH is requirdd.this paper, in ;
order to accelerate CGH generation, the followimg inethods are used; !
the first method is band-limited double-step Frésadfraction.

Compared with convolution-based diffraction, sustaa angular spectral
method, the proposed method requires less compugétitime and /
memory. The second method is a wavefront recorgilage (WRP) |
method which reduces the calculation amount byippgVRPs in the
vicinity of an object. We succeeded in speedindC@H calculation by
combining both methods. ——
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Diffraction
(e.g. Angular spectrum method)

Electroholography is capable of reproducing
three-dimensional (3D) moving images by displaying
CGHs on an electronic display device [1], and igezted Fig. 2. RGB-D method.
to be applied to realize an ultimate 3D televisibat can . . .
reproduce the wavefront of a 3D object. In additorthe Convolution-based diffraction such as the angular
problems of the image size and viewing zone, ther® spectrum method takes much computational time and
problem that CGH calculation takes a long time.sbtve rgquire_s a lot .Of memory begause convo_Iutior)—based
this problem, many algorithms have been devised. Fglffractlon requires zero-padding to avoid circular
example, a method handling a 3D object as poiritt lig convolution. Instead of convolution-based diffraati
sources [2], method that treats a 3D object asyooiy [3], using the band-limited double-step Fresnel dlﬁcm:_t
method that deals with a multi-view imajgg, and method (_BL'DSF) can redu_ce_ memory usage and computational
that handles a 3D object as RGB-Depth (RGB-D) inaagé'_me [5]. BL-DSF or|g|_nates_from DSF [6]: DS.F penrios
[5]. single-step Fresnel diffraction (SSF) which is okdéed

We propose a fast CGH calculation method for RGB-BY the following equation,
images in this research. We used RGB and deptheis @8  y, (m,, n,) = SSF,[u,(my,n,)] =

shown in Fig. 1. .
. C,FFT [ul(ml, ny)exp (il— (x2 + yf))] Q)

whereu,(m,,n,) andu,(m,,n,)are the source and
destination planep andz are the wavelength and
propagation distance, aidy is the complex coefficient.
(b) SSF can be calculated by the Fast Fourier transform
Fig. 1. RGB and depth images (a) RGB image (ptbanage. ~ (FFT) once. Zero-padding is unrequired unlike with
convolution-based diffraction; therefore, SSF is an
The RGB-D method first picks up the pixels in the R efficient method in terms of computational time and
image with the same depth value in the depth imAge. memory required. However, the problem is that the
shown in Fig. 2, by picking up the pixels, we camegrate sampling interval on the destination plane is cleany
parallel planes to the CGH with the same depth ezaluthe propagation distance and the wavelength. Twegbis
Then, this method performs 256 diffraction caldolas problem, DSF has been devised. The calculation is
from the parallel planes to the CGH iteratively doghe performed by performing SSFs twice via a virtualng, as
depth image having a value of 256. shown in Fig. 3. DSF is expressed as
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the object points. In Fig. 1, the RGB pixels inagllel
u,(my,, ny) = DSFlu, (my, ny)] plane with the same depth value will be sparseerdtran
=SS5k, [SSFZ [ul(mpnl)]]- (2) dense. In this case, regarding the RGB pixels gecob
2 ' points, the WRP method is faster than the diffoacti
, calculation of the parallel plane.
Virtual . . .
Source Destination plane In this proposed method, first, we generate mutipl
¢ WRPs as shown in Fig. 4, and a WRP records a cample
P} pzti oI Py amplitude of object points within a certain depihge by
Frstdifracton & superimposing spherical waves. The CGH -calculation
cocond difraction 6 using multiple WRPs has been studied in the retaen
o [10,11]. However, these studies used convoluticseta
f diffraction for the propagation of WRPs to the CGH.
g % Instead, the proposed method uses BL-DSF for the
Fig. 3. Double Stepl,:resnd diffraction. propagation from the WRPs to the CGH. To the bestio
knowledge, this is the first attempt to apply theRW
DSF first performs light propagation with the dista of method to RGB-D images.
z, from the source plane to the virtual plane by $#xt, We show the calculation times and reconstructegy@ma
DSF performs light propagation by SSF from theudtt of a color CGH with 8Kx4K pixels generated by the
plane to the destination plane at the propagaitance of angular spectrum method alone, BL-DSF alone and the
Z,. The total propagation distancezs= z, + z,. The proposed method. In the angular spectrum methaukewd
sampling intervals of the source and destinatiamgs are to expand the size to 16Kx8K. The wavelengths df re
the same; unfortunately, DSF has the aliasing probdf —green and blue are 640nm, 532nm and 473nm, regpkycti
the chirp functions included in DSF. In order tadebs The propagation distance z is 0.03 m. The sampling
this problem, we proposed BL-DSF, which enableintervalis 4.8m.
calculation of the diffraction calculation withoatiasing ~ Table 1 shows the computational times. In the psedo
noise by introducing the band-limited function. method, the number of WRPs we used is 32. We used a
In order to obtain more speed, we use the comioimati NVIDIA GeForce GTX 670 and Intel i5-3570 CPU (we
BL-DSF and our wavefront recording plane (WRPused the CPU! threads). Note that N/A in the angular
method[7-9], which treats a 3D object as an aggregation apectrum method alone in the GPU means that weotann
object points. This calculation model is shown ig. B. measure the calculation time because the calcolatio
required is beyond the memory amount of the GPU.
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Table. 1. Computational times in the angular sp@ctmethod alone,
BL-DSF alone, and the proposed method.

P>

WRP 1 1Y) ‘\ }Depth range 1
Y

WRP 2 L 7 i }Depth range 2 CPU(S) GPU(S)
el ( Angular spectrum method alone 106111 N/A
[ e j BL-DSF alone 2422 | 4851
\ H . -
; : Proposed method (the combination o
e — 7 : }Demh renge N BL-DSF and WRP method) 487.6 15.67
FHE oosr = We examined the number of WRPs. Table 2 shows the
- v v calculation time and the peak signal-to-noise ré@isNR)

between the numerical reconstructed images by the
Fig. 4. Wavefront recording plane method. proposed method and the angular spectrum method whe
changing the number of WRPs. The reconstructed émag

The WRP method places a WRP near a 3D object. Thg the proposed method is shown in Fig. 5.

complex amplitude on the WRP is calculated by
superimposing spherical waves emitted from objeuitp.
If the WRP is located near a 3D object, this metbad
dramatically reduce the computational amount ofGksH
because the spread of spherical waves is limitesirtall
areas.

Since the amplitude and phase information of object
points are recorded in the WRP, the diffractiorcektion
from the WRP to the CGH is equal to the case of
calculating a complex amplitude on the CGH direfriyn Fig, 5. The reproduced image by simulation.
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Table. 2. PSNR calculation time in each recordinfese number.

Number of WRPs CGH calculation time PSNR
16 15.617 (s) 20.43
32 15.671(s) 20.45
64 20.688(s) 20.50
128 32.957(s) 20.43

higher calculation speed of 950 times in the GPU,
compared with that of the angular spectrum mettodea
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As shown in Table 2, we adopted 32 WRPs because it

showed good performance in both image quality and]
calculation time.

In addition, we created a CGH by decimating theejsix %
of the object points in the WRPs to further inceedise
computational speed. This was proposed in Ref. [12¢ [4]
influence of the decimation on the reconstructedgenis
small because the resolution of the reconstructedje of 5]
the CGH is beyond that of the human eye. Tableo8vsh [g]
the calculation times and the PSNRs when changiig
decimation rates. For example, the decimation oaty2  [8l
means that the number of object points is half hait t 9]
original.

(10

Table. 3. PSNRs and computational times when chgrte decimation
rate.

Decimation rate CGH calculation time (§) PSNR [11]
1 15.671 20.45| [12]

1/2 12.195 19.86

1/4 11.466 19.63

1/8 11.175 18.82

1/16 11.073 17.04

The degradation of the image quality is small wtten
decimation rate is 1/8. Figure 6 shows the reconstd
image with a decimation rate of 1/8. Compared th Bi
the deterioration in image quality is small but the
calculation time is 1.4 times faster.

Fig. 6. Reproduced image when decimating 1/8.

In this paper, we proposed fast CGH calculatiomgisi
the combination of the WRP and BL-DSF. When the
number of WRPs was 32, we obtained a higher calounla
speed of 22 times in the CPU and 677 times in tR&JG
compared with that of the angular spectrum methoea
In addition, when the decimation rate is 1/8, weagted a
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